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Sextet levels in the phosphorus-like ion Cu14+
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Abstract. Delayed spectra of foil-excited fast Cu ions have been studied to find a number of 3s3p4, 3s23p23d
and 3s3p33d levels in the P-like ion Cu14+ (spectrum Cu XV). Among these are 3s3p33d 6D levels, which
have never been observed before, although they are the lowest excited states that have the same parity as
the ground configuration. The investigation combined theory and experiment. The calculations used the
Cowan code with semi-empirically scaled parameters and extensive MCDF computations.

PACS. 32.30.Jc Visible and ultraviolet spectra – 31.50.+w Excited states – 32.70.Fw Absolute and relative
intensities

1 Introduction

In 1941 and since, Edlén [1–3] showed that many of the
unidentified lines in the spectrum of the solar corona cor-
responded to electric-dipole-“forbidden” magnetic dipole
(M1) transitions within the ground configurations 3s23pk

(k = 1 − 5) of highly charged Fe and Ni. This identifi-
cation changed our views of the solar corona, because in
order to produce such highly charged ion species, temper-
atures in the corona must be much higher than that of the
photosphere, the visible solar surface. The same forbidden
transitions have since been used for the diagnostics of hot
laboratory plasmas. A detailed knowledge of the atomic
structure of the highly charged, but only partially ion-
ized, atoms is needed to model and understand radiative
transport in solar and terrestrial plasmas.

Nowadays, massive computer algorithms help to pre-
dict atomic structure of many-electron systems to often
better than 1% of the gross structure. However, the rel-
ative uncertainties of calculated term differences are gen-
erally much larger, and therefore it is difficult to predict
transition wavelengths with a precision sufficient to make
spectroscopic classification simple. Checking available ex-
perimental data on highly charged atoms of iron group
elements [4–15] shows a data base which - although in
the process of improvement - is still grossly incomplete:
Many ground state transitions in highly charged ions of
the iron period elements up to Ni are known, and thus
the ground complex fine structure intervals are well es-
tablished. However, many levels of the first excited elec-
tron configurations (mostly 3p − 3d excitation) are not
yet known, in particular those with a high total angular
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momentum quantum number, which cannot decay to the
ground complex by electric dipole (E1) decay.

For example, in the P I isoelectronic sequence, the
ground configuration is 3s23p3, with a 4So ground state.
Although in the ground complex there are both dou-
blet and quartet terms, theory predicts intercombination
transitions to appear: The 3s23p23d 4D, 4F levels with
J > 5/2 cannot decay to the 3s23p3 4So3/2 level by E1

transitions. The decay of the J = 7/2 levels instead leads
to the 3s23p3 2Do

5/2 level, and the J = 9/2 level lives even

longer as its only decay is via a forbidden (M1/E2) tran-
sition to the J = 7/2 levels of the same configuration.
Such M1 transitions in excited configurations are can-
didates for identification with some coronal lines found
in the recent SOHO spectra [16]. Predicted lifetimes of
most such J = 7/2 levels are of the order of 10 ns and
higher (The decay of one short-lived J=7/2 level has been
seen in earlier beam-foil work [5] as well as in the laser-
produced plasma studied by Sugar and Kaufman [9]).
Such long-lived levels would likely be quenched by col-
lisions in most terrestrial plasmas, but the corresponding
spectral lines may be expected to be seen in beam-foil
spectra recorded with a sufficiently long delay after exci-
tation. In fact, some of the ground state transitions from
long-lived J = 7/2 levels have recently been identified [17]
in delayed spectra of foil-excited fast ion beams [18–23,17],
guided by semi-empirically adjusted Multi-Configuration
Hartree-Fock (MCHF) calculations [24] as implemented in
the Cowan code [25].

These high-J levels are not the only long-lived ones,
however. The 3s3p33d configuration can form sextet (6Do)
levels, which can only decay by intercombination transi-
tion, to either the 3s3p4 4P or the 3s23p23d 4L levels,
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but not to the ground state (because of the same parity).
Unfortunately, the intensities of most transitions will be
low, because several decay branches exist. The strongest
lines expected are 3s23p23d 4F 7/2,9/2 - 3s3p33d 6Do

7/2,9/2,

of which neither the lower nor the upper levels have been
observed before. The corresponding wavelengths are pre-
dicted near 40 nm for Cu.

In the present study we aim at identifying transitions
from these lowest excited levels. This will test our present
understanding of the atomic structure of such rather high
excited levels. In typical structure calculations, levels of a
given parity are grouped and evaluated together, because
they interact. However, there are so many excited states,
and so many electron configurations that might play a
role, that some limitations need to be introduced for this
first step. We therefore concentrate on the 3s3p33d 6D lev-
els in P-like ions, for various reasons: Firstly, the 6D term
has the lowest excited levels of the same parity as the
3s23p3 ground state (with terms 4So, 2P o, and 2Do), and
it seems well separated in energy from other excited levels.
This helps to isolate in wavelength range the prospective
decays to 3s23p23d and 3s3p4 levels. Secondly, the high
spin of the upper level necessitates a spin change in any
decay, because there are no lower sextet levels, and there-
fore reduces the number of possible decay channels con-
siderably. Thirdly, the spin-changing (intercombination)
transitions with their lower transition probabilities result
in longer lifetimes of the upper levels than would be the
case with fully allowed decays. Levels of longer lifetime can
be (relatively) enhanced in delayed spectra [18,20,26].

The present study continues the multi-element beam-
foil studies of the extreme-ultraviolet (EUV) spectral
range presented elsewhere [27,20,21,23,17]. Although the
wavelength measurement precision in such beam-foil work
is regularly inferior to that available from bright, station-
ary light sources, foil-excited fast ion beams have advan-
tages for the present type of study [26]:

– the fast ion beam is isotopically pure, and the charge
state distribution can be varied in a controlled, roughly
predictable manner,

– by recording time resolved spectra shortly after ex-
citation or after some (few ns) delay, decays of long-
lived levels can be identified as such, and in many cases
(rough) atomic level lifetime values be obtained,

– with an optically thin light source and an efficiency-
calibrated spectrometer, intensity patterns of line mul-
tiplets can be used to determine branching ratios, and

– with a combination of simulated time-resolved spec-
tra based on theoretical data and experimental atomic
data (wavelength, apparent lifetime, relative inten-
sity), various parameters of theoretical models can be
checked against experimental evidence, and the calcu-
lation with the best predictive power be selected for
those systems not covered by the actual experiment.

We note, however, that the experimental data base for
elements beyond Ni (Z = 28) is markedly poorer than
for the elements up to Ni. For example (according to the
latest compilations [11,14,15]), in Cu XV the five levels

of the ground configuration 3s23p3 are known experimen-
tally, two out of 8 levels of the configuration 3s3p4, and 9
out of 28 levels of the 3s23p23d configuration. This lack of
completeness is partly caused by the fact that the pioneer-
ing EUV study on highly charged Cu [9] was done with
a laser-produced plasma which quenches long-lived levels,
and neither this work nor subsequent work on a tokamak
plasma [10,12] covered the wavelength range of the 3s3p4

level decays. These data and some new experimental data
from our own beam-foil work are to be compared with ex-
tensive Multi-Configuration Dirac-Fock (MCDF) calcula-
tions (see also work on the Cl sequence [28]) which, for the
P-like ion Cu14+, have been extended beyond the status
reached for other P-like ions [29]. An earlier MCDF calcu-
lation, by Huang [30], included a number of configurations
beyond that of the ground state in the computation, but
did not present results on any odd-parity excited levels.

2 Calculation

In order to guide the experimental search, Cowan code
calculations with standard values of the Slater parame-
ters [25] were done. These calculations indicated the wave-
length ranges of the more prominent decay branches of the
wanted 3s3p33d 6D levels as well as lifetimes and branch-
ing ratios (needed for the simulation of spectra). The cal-
culations also showed that most levels have several decay
branches of about equal strength, thus distributing the
available intensity over several lines (and making each of
them more difficult to observe). The individual lifetime
predictions varied considerably with the number of con-
figurations used in the calculation, clearly pointing out
the need for large-scale computations if reliable predic-
tions were to be gained.

These semi-empirical calculations were good enough,
though, to help assign lines from several high−J levels
into the lower configurations of P–like ions [17], as did
some MCDF calculations of the 3s23p23d levels [29]. The
latter computations came much closer to experiment than
those carried out by Huang [30], probably due to a more
appropriate size of the wave function expansion.

In the present study, we made a further improvement
by including also the rearrangement of the electron cloud
during the de-excitation. This was achieved by a separate
optimization of the initial and final state wave functions of
the different transitions. The incorporation of these “re-
laxation effects” does not only result in slightly better
transition energies but, even more important, in improved
theoretical transition probabilities and lifetimes.

To calculate transition probabilities, we applied mul-
ticonfiguration Dirac–Fock (MCDF) wavefunctions of a
rather extensive size. Since this model of multi–electron
atoms and ions is now well established for this kind of
studies, we will give only a brief account on theory. For
further details on the MCDF method we refer to Grant
[31].

In the MCDF model, an atomic state is approxi-
mated by a linear combination of configuration state
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functions (CSF)

ψα(PJM) =

nc∑
r=1

cr(α) |γrPJM〉 , (1)

of the same symmetry as labeled by the three quantum
numbers PJM of the total parity and angular momentum.
In expansion (1), nc denotes the total number of CSF in
the wave functions representation; each of these CSF is
built from antisymmetrized products of a common set of
Dirac orbitals. These orbitals are traditionally optimized
on the basis of the Dirac–Coulomb Hamiltonian [32]. Fur-
ther relativistic contributions due to the Breit interactions
among the electrons and an estimate of the QED correc-
tions are then added later as perturbations. For the com-
putation of the transition matrix, the mixing coefficients
{cr(α)} in the wave function expansion were obtained by
diagonalizing the Dirac–Coulomb–Breit matrix.

We generated the configuration lists for the 3s23p3

ground state levels and those for the different symmetries
of the low–excited 3s23p23d, 3s23p24s, and 3s3p33d levels
by applying the active-space method [32,33]. Hereby, a list
of CSF for a given parity and angular momentum is ob-
tained by exciting the electrons from one or more reference
configurations within an active set of subshells. In recent
years, such a systematic approach involving a rather large
set of subshells has often successfully been applied, in par-
ticular for light elements with a simple shell structure [34].
By studying the convergence behaviour of individual prop-
erties, a systematic enlargement of the number of orbitals
(and, thus, of the active space) then even enables estimates
of the accuracy of the theoretical data. For more complex
ions, however, as given here by the ions of the phosphorus
sequence, the active space method still provides a system-
atic approach, but the five valence electrons outside the
1s22s22p6 core do not allow to show convergence of indi-
vidual probabilities and lifetimes. Therefore, to estimate
the accuracy of our theoretical data, comparison with ex-
periment is needed.

In the present computations, the active set of or-
bitals include all subshells with principal quantum num-
bers n ≤ 4. For this active set, we accounted for all possi-
ble excitations (up to quadrupoles) within the 3l subshells
as well as single (S) and double (D) excitations into the
4l shells (keeping the neon–like core closed). Such an ac-
tive space with SD excitations of the valence electrons up
to the 4l layer then yields a wave functions expansion of
a maximum of up to 3698 CSF for the J = 5/2 levels.
Even though this is a somewhat smaller wave function
expansion than applied previously [29], two essential im-
provements have been made: (i) An independent set of
orbitals has been optimized for all five ground–state levels
together as well as for each symmetry of excited levels hav-
ing the same total angular momentum J . Also, the levels
from the upper sextet, 6DJ , have been optimized on an
independent orbital basis. (ii) The electron relaxation has
been fully included in the computation of the transition
matrix [35] by using an extension to GRASP92 which has
recently been developed [36]. The transition matrix was
then calculated (relativistically) in both, Babushkin and

Coulomb, gauges; in non–relativistic notation these gauges
are better known as the length and velocity forms of the
transition matrix elements. Results in both gauge forms
will be shown below.

Section 5 discusses and compares the results of these
extended computations along with experimental data. We
present level energies and lifetimes and will estimate the
accuracy of the data by comparison with measured values.

3 Experiment

The experiment was done as part of an ongoing study
at the Bochum Dynamitron Tandem Laboratory (DTL),
where a 4 MV tandem accelerator equipped with a
Middleton-type, high-current ion source is available. Ion
beams of Mn, Fe, Co, Ni, Cu, and Zn were obtained; the in-
dividual energies were chosen in the range 7 to 32 MeV in
order to optimize the production of ions in particular ion-
ization stages by ion-foil interaction [37,38] with carbon
foils of typically 20 µg/cm2 areal density. In addition to
data from the aforementioned studies which concentrated
on Mg- to Si-like ions [20,21] as well as S- and Cl-like
ions [22,23], spectra were recorded over spectral regions
as indicated by calculations (see above), and at ion ener-
gies optimum for the production of P-like ions Ni (20 -
28 MeV) and Cu (28 - 29 MeV). These two elements yield
particularly high beam currents, which is prerogative in
order to optimize the expected weak signal.

The EUV light emitted after foil-excitation was ob-
served by means of a 2.2 m grazing-incidence spectrom-
eter equipped with a channeltron as the detector. The
scanning motion of the spectrometer was monitored by a
moiré fringe length gauge. The foil could be displaced by
up to 17.5 cm to permit the recording of decay curves and
of delayed spectra up to times after excitation of order
20 ns. The signal was normalized to the charge collected
on a Faraday cup. All wavelength calibrations were of the
in-beam type, referring to known lines emitted by fast ion
beams and correcting for first and second order Doppler
shifts. Decay curves were recorded on a number of spectral
lines. For those related to the decays of short-lived levels,
the spatial resolution of the spectrometer was taken into
account [39]. Details of the set-up and of the data col-
lection and evaluation procedures have been published in
earlier papers ([18,20] and Refs. therein).

4 Data and evaluation

Figure 1 gives examples of spectra recorded at different ion
energies, so that spectral lines can be identified with ionic
charge states, and optimum energies for specific observa-
tions can be chosen. Figure 2 covers the wavelength range
of the Cu XV 3s23p3 - 3s3p4 transitions, figure 3 that of
the strongest of the 3s23p23d 4L - 3s3p33d 6D transitions.
The spectral range of Figure 2 has been covered before [5],
but not at optimum conditions to single out the 3s3p4 de-
cays: Near the foil, the density of lines is often too high to
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Fig. 1. Delayed spectra of Cu observed at three ion energies.
The delay of about 2 ns is the same for all spectra. The iso-
electronic sequence labels at some lines identify the following
transitions: Si: Cu XVI 3s23p2 3P 2 - 3s23p3d 3F 3, P: Cu XV
3s23p3 2D5/2 - 3s23p23d J = 7/2, S: Cu XIV 3s23p4 3P -
3s23p33d 5P o.

identify individual lines, and at a delay-time of about 1 ns,
these particular levels with their lifetimes in the 100 ps
range yield no clear signal any longer.

The sextet decays of interest have not been observed
before. They will be much weaker than the resonance lines
because of several factors: Higher-lying levels are gener-
ally less populated than low-lying ones. We work with
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Fig. 2. Spectra of 32 MeV and 28 MeV Cu observed (a) 1 mm
downstream of the foil (delay about 100 ps, best for calibration
with short-lived level decays in Cu XIX and Cu XVIII), (b)
2 mm downstream of the foil (delay about 200 ps), and (c)
2 cm downstream (2 ns after excitation). At each position,
the time interval observed (defined by the field-of-view of the
detection system and the ion velocity) is about 100 ps long.
These spectra contain the 3s23p3 - 3s3p4 transitions of Cu XV.

time-resolved observation; The field of view (0.9 mm wide,
corresponding to about 100 ps time-of-flight of the fast
ions) is about two orders of magnitude less than the de-
cay lengths of the sextet levels with their (calculated) life-
times of 4 to 30 ns. For the resonance levels, in contrast,
the field of view is much larger than the corresponding
decay length. Furthermore, the detection efficiency of the
spectrometer set-up in the 40 nm range is lower than in
the resonance line wavelength range near 18 nm by about
a factor of two [40]. In the predicted wavelength range,
there are a number of other lines, mostly from shorter-
lived levels. Their relative intensities can be reduced more
than those of the lines of interest by observation farther
away from the exciter foil (and thus later after excitation).
Considering the uncertainty of the prediction (transitions
between calculated levels, each of which may be uncertain
by a few percent), a range of spectral search of a few nm,
near wavelengths of order 40 nm, was to be carried out. In
order to produce a signal that exceeded the (low) detector
dark rate, µA ion currents (0.5 µA particle currents) were
required, which the exciter foils can suffer before break-
ing for an hour at best. Combining these conditions and
requirements, only moderate spectral resolution could be
expected. Therefore delayed spectra were recorded with
80 to 150 µm wide slits (line widths (FWHM) 0.06 to
0.12 nm).
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Table 1. Observed lines of selected transition arrays in Cu XV.
The three arrays lie in different parts of the spectrum which
have to be calibrated in different ways. Wavelengths without
error bars relate to lines which by position and relative inten-
sity in the simulated spectra are compatible with the observed
spectra, but which in the latter are not individually resolved
and measured. bl denotes blends with lines other than Cu XV.

Transition λ (nm) Reference

3s23p3 − 3s23p23d
2Do

5/2 - (3P ) 3d 2G7/2 18.22 ± 0.02 [17]
2Do

3/2 - (3P ) 3d 4D3/2 20.08
2Do

3/2 - (3P ) 3d 4D1/2 20.14
2Do

5/2 - (3P ) 3d 4D5/2 20.16
2Do

5/2 - (1D) 3d 2F 7/2 20.63 ± 0.02 [17]
2Do

5/2 - (3P ) 3d 4F 7/2 21.16 ± 0.02 [17]
2Do

3/2 - (3P ) 3d 4F 3/2 21.50
2Do

5/2 - (3P ) 3d 4F 5/2 21.64
2Do

3/2 - (3P ) 3d 4D1/2 22.80

3s23p3 − 3s3p4

2Do
3/2 - 2P 1/2 22.98 ± 0.01

2Do
5/2 - 2P 3/2 23.81 ± 0.01

2P o3/2 - 2S1/2 24.70 ± 0.01
2P o1/2 - 2P 1/2 25.49 ± 0.02
2Do

3/2 - 2D3/2 26.96 ± 0.02 bl
2Do

5/2 - 2D5/2 27.34 ± 0.02
4So3/2 - 4P 1/2 27.71 ± 0.02 bl
4So3/2 - 4P 3/2 28.16 ± 0.01 bl
4So3/2 - 4P 5/2 29.59 ± 0.01
2P o3/2 - 2D5/2 31.50 ± 0.01

3s23p2 (3P ) 3d - 3s3p33d
4F 5/2 - 6Do

5/2 39.29 bl
4F 5/2 - 6Do

7/2 39.46 bl
4F 7/2 - 6Do

9/2 40.85 ± 0.02 bl
4F 7/2 - 6Do

7/2 41.15 ± 0.02 bl
4F 9/2 - 6Do

9/2 42.92 ± 0.02 bl

To enease the identification of lines by visual pattern
recognition, spectra were simulated from experimental
and calculated data, expecting that line multiplets with
a distinctive pattern of relative line intensities and wave-
length spacings would be better for identification than in-
dividual lines in only partly classified spectra. The simu-
lation of such spectra requires term differences (level ener-
gies), transition probabilities and, for lack of experimental
data, a model of the initial level populations. For levels of
comparable excitation energies, we assumed a statistical
population, that is one proportional to the weight factors
2J + 1.

5 Results and discussion

Spectra near the foil (“prompt”) showed many promi-
nent lines, and among them resonance lines of the P-like
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Fig. 3. Measured and simulated delayed (10 ns) detail spec-
tra of Cu XV. Intercombination transitions in Mg-, Al- and
Si-like ions of Cu [18] are identified by isoelectronic sequence
labels. The simulation of Cu XV uses energies and lifetimes
as calculated for this work and contains the strongest of the
3s23p23d 4F - 3s3p33d 6D transitions. The intensity scale of
the simulated spectrum matches that of the experimental data.
The excitation energies of the lower levels are from experiment
or from educated guesses oriented at measured levels of the
same level multiplet. The upper level energies are from our
MCDF calculation. The comparison with experimental data
shows an almost perfect agreement with the best of several
possible matches of measured and simulated spectra. Most of
the sextet level decays are blended by other, as yet unidentified
lines. At 41.035 nm, for example, the blend is with two inter-
combination lines of Cu XVI (Si-like) and Cu XVII (Al-like)
[18].

ions. These lines can be calibrated in high-energy spec-
tra (which were of lower signal because of the accelera-
tor technical limits) with lines in Cu XIX, Cu XVIII and
Cu XVI. In particular the Cu XVI transition 3s23p2 3P2 -
3s3p3 3Do

3 at 29.8162 nm [15] is useful, because it can be
found in spectra with delays up to 2 ns. A decay curve of
this line reveals a mean life of (520 ± 30] ps, which is in
reasonable agreement with an extrapolation of theoretical
data for Ni XV [41]. Its neighbouring line is the transition
Cu XV 3s23p3 4So3/2 - 3s3p4 4P5/2, for which the decay

curve yields a lifetime of (423± 25) ps in agreement with
our calculational prediction of 436 ps. Both lines show fast
and slow cascades, which were treated approximatively by
one exponential fit component each. The wavelength of
this Cu XV line has earlier been determined as 29.66 nm
[5]. We now find this line at (29.59± 0.01) nm, and sim-
ilarly in the recalibrated data used for reference [5]. The
other two lines of this multiplet are partially blended, as
is true for quite a number of lines of the 3s23p3 − 3s3p4

transition array (Tab. 1).
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Table 2. Cu XV levels calculated with MCDF wavefunctions including SD excitations into the 4l layer and data determined
by experiment. The levels are ordered by increasing (calculated) excitation energy as in the systematic calculations of several
elements [29]. Note that level 19 lies higher than level 20, and level 37 higher than level 38, in the present computation.
Explanation of columns: “No.” is a running index. “LS-label” level designations are carried over from low-Z ions; however, the
labels, in particular the core couplings, are not unequivocal. Explanation of symbols: † M1 rate dominates, a reference [12],
∗ this work, (∗) suggested data from this work: calculated values adjusted, where possible, for the estimated difference between
calculated and measured energies, if at least one member of the level multiplet is known. For the sextet levels, the calculated
level values are assumed as valid, as they fit to the spectrum, albeit with all lines being blended. The associated uncertainty
includes that of the lower level of the transition.

Theory Experiment

Energy Lifetime (s) LS-Label Energy Ref.

No. J (cm−1) Length Velocity (cm−1)

1 3/2 0 3s23p3 4So

2 3/2 49452 3s23p3 2Do 47940 a

3 5/2 59202 3s23p3 2Do 57803 a

4 1/2 93129 3s23p3 2P o 91106 a

5 3/2 107829 3s23p3 2P o 105962 a

6 5/2 339460 4.36(–10) 4.29(–10) 3s3p4 4P 337100 a

337950 ± 120 ∗

7 3/2 356732 3.87(–10) 3.96(–10) 3s3p4 4P 355180 ± 150 ∗

8 1/2 363451 3.57(–10) 3.69(–10) 3s3p4 4P 360880 ± 250 ∗

9 3/2 421739 1.86(–10) 1.89(–10) 3s3p4 2D 418860 ± 250 ∗

10 5/2 426603 2.18(–10) 2.15(–10) 3s3p4 2D 423450 ± 100 ∗

11 3/2 481056 8.40(–11) 8.32(–11) 3s3p4 2P 477800 a

477740 ± 200 ∗

12 1/2 487181 6.82(–11) 6.71(–11) 3s3p4 2P 483200 ± 200 ∗

13 1/2 514408 9.28(–11) 9.09(–10) 3s3p4 2S 510840 ± 150 ∗

14 3/2 516982 1.56(–9) 1.47(–9) 3s23p2(3P )3d 4F 513000 (∗)

15 5/2 524009 2.77(–9) 2.64(–9) 3s23p2(3P )3d 4F 520000 (∗)

16 7/2 534308 1.83(–8) 1.82(–8) 3s23p2(3P )3d 2F 530390 ± 450 ∗

17 5/2 539184 3.57(–9) 3.42(–9) 3s23p2(1D)3d 2F 535000 (∗)

18 9/2 546175 2.46(–2) 2.46(–2)† 3s23p2(3P )3d 4F 542200 (∗)

19 1/2 547487 4.92(–10) 4.76(–10) 3s23p2(3P )3d 4D 544500 (∗)

20 7/2 546765 1.37(–8) 1.24(–8) 3s23p2(1D)3d 4F 542530 ± 500 ∗

21 3/2 548913 5.33(–10) 5.11(–10) 3s23p2(3P )3d 4D 545900 (∗)

22 5/2 556900 7.71(–10) 7.40(–10) 3s23p2(3P )3d 4D 553900 (∗)

23 7/2 573766 1.14(–7) 1.45(–7) 3s23p2(3P )3d 4D 570800 (∗)

24 7/2 607270 1.34(–9) 1.28(–9) 3s23p2(1D)3d 2G 606650 ± 600 ∗

25 9/2 613575 2.88(–3) 2.87(–3)† 3s23p2(1D)3d 2G 613000 (∗)

26 3/2 616070 1.08(–11) 1.03(–11) 3s23p2(1D)3d 2P 611000 (∗)

27 5/2 626589 9.09(–12) 8.69(–12) 3s23p2(3P )3d 4P 619652 a

28 3/2 633243 9.41(–12) 9.02(–12) 3s23p2(3P )3d 4P 626264 a

29 1/2 634857 9.81(–12) 9.43(–12) 3s23p2(3P )3d 4P 633300 a

30 1/2 641375 9.05(–12) 8.70(–12) 3s23p2(1D)3d 2P 636000 (∗)

31 3/2 644766 3.44(–11) 3.30(–11) 3s23p2(1D)3d 2D 639000 (∗)

32 5/2 663075 1.79(–11) 1.71(–11) 3s23p2(1D)3d 2D 658000 (∗)

33 3/2 680946 9.87(–12) 9.50(–12) 3s23p2(3P )3d 2D 675651 a

34 5/2 682845 1.94(–11) 1.87(–11) 3s23p2(3P )3d 2D 672380 a

35 1/2 697492 1.13(–11) 1.10(–11) 3s23p2(1D)3d 2S 687500 (∗)

36 5/2 704078 7.47(–12) 7.26(–12) 3s23p2(1D)3d 2F 704078 (∗)

37 1/2 715283 1.07(–11) 1.04(–11) 3s23p2(1D)3d 2P 706300 (∗)

38 3/2 712475 1.08(–11) 1.05(–11) 3s23p2(1D)3d 2P 703573 a

39 7/2 713718 7.52(–12) 7.29(–12) 3s23p2(1D)3d 2F 704207 a

40 5/2 744908 8.35(–12) 8.14(–12) 3s23p2(3P )3d 2D 735639 a

41 3/2 745712 8.65(–12) 8.44(–12) 3s23p2(3P )3d 2D 735114 a

42 1/2 773172 9.50(–9) 8.75(–9) 3s3p33d 6Do 773172 (∗)

43 3/2 773696 9.54(–9) 8.99(–9) 3s3p33d 6Do 773696 (∗)

44 5/2 774513 1.29(–8) 1.25(–8) 3s3p33d 6Do 774513 ± 600 (∗)

45 7/2 773389 4.19(–9) 4.53(–9) 3s3p33d 6Do 773389 ± 600 (∗)

46 9/2 775182 3.04(–8) 2.87(–8) 3s3p33d 6Do 775182 ± 600 (∗)
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These 3s23p3 − 3s3p4 lines are fairly intense in prompt
spectra, and their differential longevity is clearly seen in
spectra at 28 and 32 MeV ion energies, recorded at foil dis-
placements of 1 mm (delay 100 ps), 2 mm, 5 mm, 10 mm
and 20 mm. However, these lines (and most of the calibra-
tion lines which appear in the 32 MeV spectra) are near
30 nm and thus not close to the wavelength regions of
interest for the decays of long-lived J = 7/2 levels (near
20 nm) or for the sextet levels (near 40 nm). Moreover,
the sextet level decays by necessity have to be sought
at ion energies below those suited for calibration with,
say, Cu XIX 3s−3p−3d transitions. Calibrations based on
wavelengths in prompt spectra are not necessarily trans-
ferable with notable precision to delayed spectra in such
different wavelength ranges. However, it turns out that
some of the wanted lines from sextet level decays are rea-
sonably close to the intercombination ground state transi-
tions in the Mg-, Al- and Si-like ions which had been iden-
tified earlier in similarly delayed beam-foil spectra [18–20].
Furthermore, in order to identify the sextet level decays,
it is helpful to locate the positions of the levels they decay
to, and that involves the J = 7/2 levels of the 3s23p23d
configuration.

Fritzsche et al. [28,29] have presented extensive ab ini-
tio calculations of the Cl and P sequences, the wavelength
predictions of which come closer to experiment than those
of earlier calculations. For example, their level values for
most of the Fe XII 3s23p23d levels are within about 1% of
the experimentally known values. Cu, however, for which
experimental conditions seemed most promising for iden-
tifying the long-lived decays, was not covered by that
previous calculation. This gap has now been closed. The
calculations predict two of the transitions from the long-
lived Cu XV J = 7/2 levels at wavelengths of 20.534 nm
and 21.097 nm and with upper level lifetimes of about
13.7 and 18.3 ns, respectively. Indeed, in delayed spec-
tra recorded at positions up to 10 cm downbeam of the
foil (delay times of order 10 ns), two lines, one on either
side of the ground state intercombination transition ar-
ray in the S-like spectrum, showed up more prominently
with longer delay times, with wavelengths of 20.63 nm and
21.16 nm, respectively (Fig. 1). The decay curves yielded
strong lifetime components of 11.4 ns for the one and 20 ns
for the other line, corroborating the assignment with the
wanted transitions in the P-like ion. While a weak third
J = 7/2 level decay could also be localized in the spectra,
there is another, fourth, level of J=7/2. Its lifetime has
been predicted at more than 100 ns, which is too long for
our experimental set-up. Furthermore, the low transition
probability renders this decay too weak for our detection
efficiency. However, it might show in astrophysical spectra.

This confirmation of the precision of the calculations
for J = 7/2 levels in Cu XV permitted similar isoelec-
tronic identifications in Ni XIV (one of the two lines be-
ing blended by an intercombination transition array in the
S-like ions), Co XIII and Fe XII [17]. The latter is of par-
ticular interest because of the Fe abundance in the solar
corona. Indeed, from the beam-foil spectra it was possi-
ble to identify lines in solar flare spectra [42,43]. As in

preceding work on the Al isoelectronic sequence [19], the
precision of the solar spectral wavelength data is much
better than what could be achieved with the feeble, fast-
beam light source. However, the isotopic purity and in-
herent time resolution make the foil-excited fast ion beam
a unique tool for line identification. These observations
fixed some of the missing 3s23p23d level energies within a
few percent of the calculated data (Tab. 2). At the next
step, candidate lines for the 3s3p33d 6D level decays have
been found in the spectra of Cu, at positions which im-
ply almost perfectly predicted 6Do level energies (Fig. 3).
There are alternative positions for this multiplet at shorter
wavelengths, but none at longer wavelengths. This stated
agreement of prediction and observation for one group of
levels does not imply that the full calculation is equally
perfect. As stated above, the line assignment involved an
empirical correction of the lower levels of this line multi-
plet. Also, there may be a fortuituous situation of a dif-
ferent kind: With the Cowan code regularly a systematic
mismatch of ab initio calculated and measured level ener-
gies is observed that can be drastically improved by using
a set of “standard” scaling values of the Slater parame-
ters and certain integrals [25]. With some MCDF compu-
tations a different behaviour has been found, that is an
overestimate of low and an underestimate of higher-lying
levels, for example with Fe X [44] which is one of the most
extensively (though incompletely) known term systems of
solar physics interest [13]. In the range of crossover, the
deviation of prediction and observation may be minimal.
This might explain why our calculated sextet levels agree
with experiment better than some lower lying levels.

Our Cowan code calculations show about the same
general atomic structure situation for Ni. In fact, the ear-
lier Bochum spectra on intercombination transitions in the
Mg-, Al- and Si-like ions of iron group elements [18–20]
cover the wavelength range of the sextet level decays in all
those ions as well. In principle, we could derive information
on the sextet level decays in P-like ions of other elements
from those other data, too. However, with lower nuclear
charge, the transition energies and rates are lower and the
lifetimes much longer, spreading the decay curves even far-
ther along the ion beam. Thus the signal from the sextet
level decays will be weaker. While Ni can be produced as a
strong ion beam, the next elements down in nuclear charge
(Co, Fe, Mn) or up (Zn) can not, practically precluding
such beam-foil observations at the present accelerator. In
the solar corona, however, with time-integrated excitation
and observation, this argument would not hold. Here the
difficulty is that the population of the sextet levels is not
known and may well be expected to be low.

Our data are unique in many ways, but they also
demonstrate the advantage of and need for a systematic
approach to the analysis of atomic spectra. Without a si-
multaneous analysis of several isoelectronic trends, there
is little chance for progress with the study of the open 3d
shell. Our wavelength (and lifetime) data are good enough
to discriminate among several calculations. Although the
overall pattern of spectral lines can be predicted, there
often are notable differences of detail, like some lifetime
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predictions which often are at variance with experience by
about 30% and sometimes by factors of three.

The present MCDF calculations are much more ex-
tensive than those presented earlier [29], which in turn
surpassed the early calculations by Huang [30]. While the
basic relativistic approach is similar in all three calcula-
tions, either a judicious choice of wavefunctions or a mas-
sive scale, including a large number of CSF, seems to be
needed to achieve accurate predictions.

The upkeep of the tandem accelerator and the provision of
strong and stable ion beams by the Bochum crew of opera-
tors around K. Brand is gratefully acknowledged. Parts of this
study were supported by Fysiografiska Selskap Lund, Deutsche
Forschungsgemeinschaft (DFG), and an Exchange Program of
Deutscher Akademischer Austauschdienst (DAAD) with Sven-
ska Institutet (SI).
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